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## Techniques

- Generalized Master Equations.
- Laplace Transforms (particularly good for non-Markovian settings)
- Discrete calculus and connections to PDEs.
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Applications: centrality measures, modularity (community detections).
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Undirected $G \Longrightarrow$ Diagonalizable $L \Longrightarrow$ Eigenvalue decomposition $\Longrightarrow$ Rate of decay characterisation. Applications: queueing networks, email communications.
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## Transition PDF
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## Example (Edge activation: Poisson)

 Interval of edge activation PDF:$$
\psi_{i j}(t)=\lambda_{i j} e^{-\lambda_{i j} t}
$$

and thus transition PDF

$$
P_{i j}(t)=\lambda_{i j} e^{-\Lambda_{i} t}, \quad \Lambda_{i}=\sum_{j} \lambda_{i j}
$$

which shows that the probability to follow an edge is proportional to its weight $\lambda_{i j}$.
In particular, $\frac{d p(t)}{d t}=-L p(t)$, and we are back to a Poisson random walk on a static graph, where $L_{i j}=\lambda_{i j}-\Lambda_{i} \delta_{i j}$.
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By a traffic-type equation,

$$
\hat{q}(s)=(I-\hat{P}(s))^{-1} p(0)
$$
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Compare to the local case, $\frac{d p}{d t}=(P(t)-\delta(t)) p=-L(t) p$. Asymptotics in Laplace space is much preferred (to find limiting/steady state distribution).
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## Thank you! Questions?
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